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A B S T R A C T

Objectives: Language is an important human function, and is a determinant of the quality of life. In conditions
such as brain lesions, disruption of the language function may occur, and lesion resection is a solution for that.
Presurgical planning to determine the language-related brain areas would enhance the chances of language
preservation after the operation; however, availability of a normative language template is essential.
Patients and Methods: In this study, using data from 60 young individuals who were meticulously checked for
mental and physical health, and using fMRI and robust imaging and data analysis methods, functional brain
maps for the language production, perception and semantic were produced.
Results: The obtained templates showed that the language function should be considered as the product of the
collaboration of a network of brain regions, instead of considering only few brain areas to be involved in that.
Conclusion: This study has important clinical applications, and extends our knowledge on the neuroanatomy of
the language function.

1. Introduction

Transferring one’s intentions to others by producing structured and
complex acoustic signals is regarded as the language ability. Language
has evolved tremendously since its first usage at about 50 thousand
years ago, and alterations in symbolic units, syntax, and the rules of
combining different vocal units for constructing final meaningful words
and sentences have led to the emergence of various languages [1,2].

Language function is considered to include the three modules of
phonology, semantic and syntax [3,4]. Phonological function refers to
the use of sound features for producing specific linguistic units or their
combinations; semantic function is required to understand the meaning
and contents of the abstracted vocal units [5]; and syntactic function is
necessary for comprehending/producing a phrase or preparing a well-
structured sentence [6,7]. Although easily classified, language is be-
yond simply mixing words and building sentences [5], and therefore
devoting a seat in the brain for this function is a challenge [8,9].

Language is one of the five most essential functions of the human
brain [10]; however, this function could be seriously deteriorated in

certain conditions such as brain lesions or tumors. One main solution to
brain lesions is surgical resection, but removal of the abnormality
should happen with the minimum risk of inducing neurological deficits,
e.g. language distortion, after surgery [11]. Presurgical Planning (PSP)
is a process performed to assess the feasibility of the surgical removal of
brain tumors, and tries to balance the maximum resection of the tumor
while preserving the highest function of the patient. PSP is performed
by identifying brain neural networks relevant to a specific function, and
by estimating the distance between the lesion and the eloquent brain
areas: in distances less than 10mm the chances of language deficit
significantly rises [12]. Functional Magnetic Resonance Imaging (fMRI)
is one of the best approaches used in PSP, as it can predict the potential
risks of surgery on any human function, such as language [13–16],
determine the dominant hemisphere of the brain for that function [11],
and efficiently guide the neurosurgical procedure [17].

Mapping the brain areas associated with a particular function, e.g.
for localization of language-related brain areas in PSP, needs avail-
ability of a standard reference. We comprehensively surveyed the lit-
erature in search of a normative template for the language function, and
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72 studies on healthy subjects were identified. The major outputs of
these studies were illustrating the essential brain regions responsible for
different components of the language function, developing optimized
fMRI language tasks, investigating the laterality of brain language
function, testing variability of fMRI activation areas among popula-
tions, and testing the influence of age and sex on language function-
ality. Despite all, there had been constraints in one or more aspects of
these studies, which limited their consideration as a standard template:
53 of these studies recruited less than 20 participants (only 6 studies
with #participants > 50), 30 of the studies investigated only one as-
pect of the language function, and 44 studies were performed on 1.5T
MRI scanner. Besides, robust clinical assessments of the health status of
the participants, and a narrow age range, were rarely observed in these
studies.

In addition to the above-mentioned limitations, regarding brain
variability between phenotypically-different populations (i.e. races)
[18,19], as well as regarding fundamental differences between the
languages [20], such as the Persian language (as an Indo-European
language) being read and written from right to left [21], implementing
a template obtained from a different population to our Persian patients
could impose substantial biases to the clinical outcome. As a result,
providing a population-specific language template is necessary.

This study, using a large sample of healthy participants, aimed at
identifying brain regions involved in the three main components of the
language function including sentence comprehension, semantic, and
production. All aspects of the study were accurately selected so that the
outputs could be regarded as a standard template of the language
function, applicable to clinics. Also, the laterality of the language in
brain, any overlap/differences between the networks of the three
templates, as well as any gender influences were investigated.

2. Patient and methods

2.1. Participants

Recruitment of the participants was through public advertisement.
A 9-page questionnaire was prepared by a physician of the group, based
on the inclusion/exclusion criteria of the International Consortium for
Brain Mapping (ICBM) [22], which comprised the following sections: a)
telephone screening, b) demographic and medical questionnaire, c)
exclusion criteria, d) clinical assessments and e) Mini-Mental State
Examination [23]. In brief, the inclusion criteria were: age range be-
tween 20 and 30 years old, being Right-handed (based on the Edin-
burgh Inventory [24]), minimum 14 years of education, and Persian
race. The applicants were excluded due to any current or past chronic
or acute Neurologic or Internal disorder, medicine consumption, sur-
gery, or trauma; being overweight (over one-hundred Kilograms);
having a serious family history of any disease; being smoker or drug/
alcohol abuser; being claustrophobic; or having implants or any other
metal objects in the body.

Based on the above criteria, we recruited 72 participants, of which
12 data were finally excluded due to excessive motion or problems in
hearing the auditory tasks. This resulted in a sample size of 60 (31M),
with the mean age of 25.16 (± 3.2) years (Male: 25.03 ± 2.91;
Female: 25.39 ± 3.66), and mean education of 16.67 (± 1.78) years
(Male: 16.83 ± 1.53; Female: 16.63 ± 1.58). There was no significant
male-female differences regarding age or education.

This study was performed in agreement with the Ethics Statement of
Tehran University of Medical Sciences [25]. All participants declared
their assent during the telephone interview and after being informed
about the general aim of the study, and they signed their consent forms
on the test day. A gift card was presented to the participants for ap-
preciation of their participation.

2.2. fMRI task stimulus

A thorough review of the literature, as well as our previous studies
and experiences in the field [11,26–29], in addition to a report by the
American Society of Functional Neuroradiology (ASFNR; https://www.
asfnr.org) on the most efficient fMRI language tasks [30], led us to
selection of three covert language stimulus paradigms in this study,
including Expressive, Receptive, and Semantic paradigms, to compre-
hensively cover most aspects of the language function.

2.2.1. Expressive paradigm
This paradigm was to activate brain areas related to speech pro-

duction. The Word Production (WP) task was selected for this paradigm
[11,27], which included 4 control and 4 act blocks, each lasting 24 s,
resulting in a total stimulus time of 3:12min. Each control block con-
sisted of four runs of the following sequence: 4 Japanese alphabets each
for 1sec+ 2sec blank white page, and each act block consisted of 4
Persian alphabets each for 1sec+ 2sec blank white page. The Persian
alphabets were displayed with black fonts on a white background, with
the same size and characteristics as the Japanese alphabets. The par-
ticipants had to add the 4 alphabets together to produce a word and
read it silently.

2.2.2. Receptive paradigm
The Auditory Responsive Naming (ARN) paradigm [31–33] was

selected to activate the brain areas involved in perception of mean-
ingful short sentences, and it had similar number of blocks and time
length to the WP task. In the act block, the task included 4 times pre-
sentation of a sound lasting for 3 s, followed by 3 s of silence. The
control block consisted a similar sequence, with the difference that the
sounds were played in a reverse and therefore ambiguous order. This
task included 16 sounds, each being a sentence read by a male member
of the lab, recorded in a professional sound studio for maximum quality
of the sounds. All these sentences were between 6 to 9 syllables, and
included implications such as “This is the capital of Iran”, “This is the first
season of the year”, and “We lock the door with this”. The sentences were
not read as a question, but the participant by listening to them and
perceiving their meaning could find an answer for it and respond the
answer silently.

2.2.3. Semantic paradigm
The Visual Semantic Decision (VSD) paradigm [34] was selected to

activate the brain areas related to semantic language. The number of
blocks and the overall duration of this task was similar to the other two
tasks. Here, the participants were responding to questions using a re-
sponse key, and only the correct responses were selected for their data
analysis. During the control block, 8 images, each lasting for 3 s, were
presented to the participants. The images included two objects con-
sisting of parallel lines in vertical (|||||) or skewed (/////) directions,
randomly distributed. The participant had to press the buttons using
his/her thumb or small fingers if the two objects were similar or dif-
ferent, respectively. During the act block, the same number of images
were presented, and each image included two words, which the parti-
cipant had to read and respond whether they could be regarded to be of
the same or different categories; examples include “food – pasta”, and
“food – shoe”, respectively.

2.3. Imaging

A checklist was followed by the examiner before each MRI scan, to
confirm performance of the telephone screening, not consumption of
any doping food (e.g. coffee, alcohol) or medicine by the participant on
the exam day, not consumption of any Antineuropathic pain drug,
performance of complete clinical checks by the physician, setting lenses
for a better visualization of the goggle (if required) as well as goggle
cleanness, training the participant with his/her language tasks, asking
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the participant to respond silently to the questions with no mouth
motion, setting the headset volume on a preset level, and accurate
performance of the response box.

Magnetic Resonance Imaging of the brain was carried out using a
SIEMENS 3 T MRI scanner (MAGNETOM Trio; Siemens Healthcare
GmbH, Federal Republic of Germany) with an 8-channel head coil at
the Medical Imaging Center, Imam Khomeini Hospital, Tehran, Iran. A
32-channel head coil was also available, however, smaller size of this
coil limited the use of goggles and headphones for the participants.
Functional T2*-weighted images were collected using blood oxygen
level dependent (BOLD) contrast (TR=3000ms, TE=30ms, flip
angle= 90°, FOV= 192mm2, matrix size= 64×64, voxel
size= 3×3×3mm, and slice gap=0mm). Prior to the functional
scan, a T1-weighted anatomical image was acquired, using a gradient
echo pulse sequence (TR=1800ms, TE=3.44ms, flip angle= 7°,
voxel size= 1×1×1mm, FOV= 256mm2, matrix size= 256×256,
and slice gap= 0mm). After the scan, the participant was questioned
about clear presentation of the visual and auditory stimulations during
the scan, and his/her responses to the questions of the WP and ARN
tasks were written down.

To present the images and sounds to the participants during the
scan, a goggle (800*600 pixel resolution in a 0.25 square area and re-
fresh rate of up to 85 Hz) and earphone (30 dB noise-attenuating
headset with 40Hz to 40 kHz frequency response), which were suitable
for up to 4.7 T magnetic fields were used (VisuaStim, The Pennsylvania
State University, USA). An MR compatible Response Box was also used
for recording participant’s responses to the questions during the scan.
Presentation of fMRI tasks to the participant was synchronized with the
scanning, using the trigger pulse of the MRI scanner.

2.4. Data analysis

2.4.1. Pre-processing
All MRI data preprocessing were conducted in FSL (the FMRIB

Software Library) v5.0.81 [35]. Functional data went through several
preprocessing steps. First, fieldmap-based unwarping of EPI was ap-
plied (Effective echo spacing: 0.256ms., EPI TE: 30ms., unwarp di-
rection: -y, 1% signal loss threshold) using PRELUDE+FUGUE [36].
Next, motion correction was performed using MCFLIRT [37]. In addi-
tion, to prepare statistical group analyses all images were normalized to
the Montreal Neurological Institute (MNI) T1-weighted template using
FLIRT [37,38] in two steps: for each subject, first an example fMRI
image was registered to the same individual’s high-resolution T1-
weighted image using BBR algorithm. Second, the high resolution
image was registered to the MNI standard template using a 12°-of-
freedom (DOF) transformation. These two steps were then combined
into one registration matrix which was used to register the EPI images
into the MNI space. The coordinates (x, y, z) of activities in this study
are therefore reported in the MNI space. All registration results were
manually inspected to guarantee valid registration. Finally, the images
were spatially smoothed using a Gaussian kernel with a Full Width at
Half Maximum (FWHM) value of 5mm. Structural images were skull-
stripped using BET [39] and segmented into white matter (WM), gray
matter (GM), and cerebrospinal fluid (CSF) using FAST [40]. The in-
dividuals' binarized GM, WM, and CSF masks were projected to MNI
space using inverse registration matrices that were created earlier and
then were averaged to generate study-specific templates of different
tissue types.

2.4.2. Independent component analysis
For each task, the group inferences were made based on

Independent Component Analysis (ICA). In this paper, we used GIFT
v4.0a2 (Group ICA of fMRI Toolbox), an application developed in

MATLAB3 R2014a (Mathworks Sherborn, MA, USA), with a two-step
principal component data reduction, Infomax ICA [41] with ICASSO:
software for investigating the reliability of ICA estimates by clustering
and visualization [42] and subsequent back-reconstruction [43]. ICA is
a popular data-driven approach to distinguish temporally coherent and
spatially independent networks that underlie fMRI activity [44]. This
method is proved to be effective in detecting task-specific activations in
fMRI data [45–47]. A number of ICA algorithms are used for fMRI data
analysis, and Infomax is one of the most commonly used, as it is highly
reliable and shows similar results to the General Linear Model [48,49]
for the task-related data. Although Infomax is illustrated to be con-
sistent in repeated runs, it is a stochastic process and gives slightly
different results for each iteration. In order to arrive at a robust de-
composition, we adopted ICASSO method as implemented in GIFT.
ICASSO repeats the ICA algorithm several times (we used 100 runs);
each run results in a different set of components. Subsequently, the
estimated components of all runs were hierarchically grouped into
clusters based on spatial information and higher-order statistics [50].
Reproducibility of the components was evaluated according to cluster
quality index (Iq) of each component. We indicated the optimal number
of components for each group ICA based on MDL (modified minimum
description length algorithm) criterion [51]. Last step of the analysis
included back-reconstruction. Data reduction matrices from the first
step and the resulting mixing matrix were used to create individual
subject maps. Resulting individual maps were used to draw statistical
inferences about both single subjects and groups of subjects [43]. We
chose a significance threshold of p < .05, FDR corrected for all ana-
lyses. Only correlated (positive) language regions were included in the
results.

2.4.3. Post-processing
We selected the components using the following procedure: nui-

sance components were identified and discarded; among the remaining
components, we selected those that were task-related; and lastly, lan-
guage-related components were identified.

The Multiple Linear Regression (MLR) algorithm, implemented in
GIFT, was used to sort the components based on their spatial and
temporal properties. Spatial sorting was performed to compare the
spatial pattern of the ICs with the WM, CSF and GM templates created
based on the high-resolution images of all participants. ICs were or-
dered based on their correlation coefficients (R2) for each template, and
those with a high correlation value with CSF or WM were considered
artifacts, and others were considered independent components of in-
terest (ICOI). We chose a threshold level of R2 > 0.05 based on lit-
erature [47,52,53].

Temporal sorting, implemented in GIFT, regresses the design matrix
of the task over each IC’s time-course and estimates a beta-weight for
each task condition. We convolved a box-car design based on task
blocks with the canonical hemodynamic response function to create our
design matrix. A greater beta-weight indicates an increase in task-re-
lated activity in the IC [54]. Lastly, we performed a one-sample t-test on
the beta-weights of the subjects against zero using SPSS. ICs with a
beta-weight showing significant difference were considered as task-re-
lated independent components (TRIC).

Our focus was to compare the activation patterns revealed by each
language task. To determine the components associating with language,
we used Talairach labeling system, where Talairach coordinates for
positive regions of each IC were reported [55–57]. Then, images were
averaged to form one representative component. There are several
methods to deal with multiple components representing similar net-
works, but we chose averaging, as the spatial characteristics of lan-
guage region (i.e. localization) was of our interest. Further analysis was

1 http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/.

2 http://icatb.sourceforge.net.
3 http://www.mathworks.com.
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performed on the selected language-specific independent components
(LSIC) of each task. All these components had high reliability as in-
dicated by ICASSO results.

Resulting group maps of ICA were arbitrary thresholded. For a solid
group inference, back-reconstructed spatial maps of each selected
component for all individuals entered a second-level (random-effect)
one-sample t-test. To reduce multiple comparisons error, one-sample t-
test was only performed on LSICs. Another two-sample t-test was used
to detect gender effects for each task.

To study the laterality of the three tasks, a voxel-wise laterality map
was created for each task. Images were flipped in the left/right direc-
tion and subtracted from themselves [58]. This was done using the LUI
software4. Then, one-sample and two-sample t-tests were computed for
the lateralized images of the tasks. It is worth noting that a voxel-wise
laterality index is not sensitive to thresholding and idle for ICA based
analysis.

3. Results

3.1. Activation maps relevant to the ARN task

Forty-one ICA components were identified for the ARN task, where
18 were ICOI5 (i.e. not associated with white matter or CSF). Of these,
10 were TRICs6 (i.e. beta-weights were significantly greater than zero).
There were 4 components relating to Brodmann’s areas 22, 44 & 45.
One-sample t-test was performed over back-reconstructed subject
images of the respective components.

Fig. 1 demonstrates brain activations resulted by the ARN task
(including the main functional language regions: BA 22, 44, 45), along
with their time-series plots. As it shows, BA 44 and 45 (left hemisphere)
were remarkably activated, as well as some degree of activation for
their corresponding regions in the right. BA 22 also showed activation,
with a larger amount of activation in the right hemisphere compared to
the left.

There were also other brain areas activated during the ARN task,
including bilateral superior frontal gyrus, medial frontal and orbital
gyri, parts of cingulate gyrus, postcentral gyrus, and superior temporal
gyrus. Some brain areas in the right hemisphere including middle
frontal gyrus, superior and inferior parietal lobule, angular and supra-
marginal gyri, middle temporal gyrus, cuneus, and precuneus were also
active, as well as insula in the left hemisphere. Details of the active
brain areas associated to this task are provided in Table 1.

3.2. Activation maps relevant to the VSD task

Forty-four ICA components were estimated in the analysis of this
task, where 15 were noise-free, and 8 were TRICs. We detected
3 LSICs7. Fig. 2 shows the cortical localizations of these LSICs based on
t-test results and their respective time-series plots. Here, VSD task
produced robust activations in BA 44 and 45, with no considerable
activation in their corresponding areas in the right hemisphere. Similar
to ARN task, strong activations were observed in the corresponding area
of BA 22 in the right hemisphere, and not in the left.

Other brain areas activated during this task are listed in Table 1, and
included bilateral cingulate gyrus, inferior parietal lobule, superior and
middle temporal gyrus, cuneus and precuneus. Also, dorsolateral pre-
frontal cortex and inferior frontal gyrus in the left hemisphere, and
superior parietal lobule, angular and supramarginal gyri, lingual gyrus
and fusiform gyrus in the right were active.

3.3. Activation maps relevant to the WP task

Thirty-nine ICA components were detected here, and 22 were dis-
carded as noise. Of the 17 ICOIs, 9 were associated with the task, and
5 LSICs represented BA 44, 45, and 22. Fig. 3 displays the temporal and
spatial characteristics of these ICs. Both BA 44, 45 and BA 22 were
significantly active here, again with higher strength and extension of
activation for BA 22 in the right hemisphere.

Table 1 provides the list of other brain areas active during this task,
including bilateral postcentral gyrus, inferior parietal lobule, superior
temporal gyrus, and auditory cortex. In addition, activation was ob-
served in the right hemisphere in the regions including angular and
supramarginal gyri, middle and inferior temporal gyri, and fusiform
gyrus.

3.4. Laterality

To investigate the laterality of brain activations in our language
paradigms, we performed a test for statistical difference of brain acti-
vations between the two hemispheres. The results of this analysis are
illustrated in Fig. 4. As is observed, in all three tasks, BA 44 and 45 were
significantly more active in the left hemisphere, similar to the corre-
sponded area of BA 22 in the right. Therefore, a notable dominance of
BA 4445 activation in the left, and substantial predominance of BA 22’s
right-corresponding area’s activation were illustrated.

3.5. Task comparison

Fig. 5 shows a high overlap between brain activations relevant to
our three language tasks in detecting BA 44 and 45. The similarity in
the extent and intensity of activation of BA 44, 45 in ARN and VSD tasks
is notable, with minimally higher intensity in the center of the node in
the ARN task. Meanwhile, the WP task clearly showed more strength in
activating this region, especially in BA 45, and orbital part of inferior
frontal gyrus. The corresponding region of these areas in the right
hemisphere showed scarce activation in ARN and VSD, whereas this
region was obviously activated in the WP task.

Comparing the tasks for activating BA 22 showed less robust over-
laps (Fig. 5). While ARN and WP tasks were able to activate BA 22,
albeit with higher strength in WP, VSD was not. In addition, activation
of BA 22’s homologue area in the right hemisphere was considerable in
all three tasks, again with a higher strength in WP task compared to the
other two tasks.

3.6. Gender effects

As per the results of a two-sample t-test, there were no significant
differences between the two sexes in activating the main language re-
gions by any of the three tasks.

4. Discussion

4.1. Summary of the results

The initial aim of this study was to develop a normative template of
the language function in a young and healthy Persian population, with
its major application in clinical purposes and especially in PSP. We
selected three language paradigms which covered most aspects of the
language function, and three standard brain maps were produced ac-
cordingly. In addition, laterality of the language function was tested,
the overlap of brain regions involved in the three tasks was examined,
and any gender differences in brain language function was evaluated.

The constructed templates implied that the idea of considering the
language function to be only dependent on the Broca’s and Wernicke’s
areas might need to be replaced by considering this function as the
product of a collaboration between a number of brain regions. The shift

4 http://mialab.mrn.org/software.
5 Independent Component of Interest.
6 Task-Related Independent Components.
7 Language-Specific Independent components.
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of focus from core areas to the concept of a network for the language
function is suggested by others as well [59], and current studies en-
deavor to reveal the mechanism of cooperation between functionally-
and structurally-connected brain areas in the language function [60].

4.2. Receptive network

Our results showed numerous brain regions to be involved in the
language comprehension during the ARN task. The core brain regions
responsible for understanding the auditory contents are introduced to
be BA 22, 44 and 45 [61,62], in agreement with our results. However,
the involved areas are not confined to them, and our results included
bilateral superior frontal gyrus, medial frontal gyrus, orbital gyrus,
parts of cingulate gyrus, and postcentral gyrus, as well as several areas
in the right hemisphere including middle frontal gyrus, superior and
inferior parietal lobule, angular and supra-marginal gyri, middle

temporal gyrus, cuneus, and precuneus.
The neural processing steps for an auditory sentence comprehension

include phonological processing of the words [63,64], word-form re-
cognition finding [65], semantic and syntactic processing of the con-
tents, prosody, and intonation [66]. These functions depend on a vast
bilateral network [67,68], and this is one explanation for the extended
brain network observed for this function in our study.

It is widely accepted that bilateral STG are golden sites for auditory
language processing, in which the anterior part is engaged in syntactic
processing [69] or word recognition [65], and the posterior part as well
as the angular gyrus and even anterior temporal lobe have some roles in
sentence processing and word prediction in a sentence [64,70–72].
They are also assumed to be relevant to the inner speech area [65].
Here, the strong activation in the right STG reflects the vast semantic
processing network, which also takes advantage of the right hemisphere
supply.

Fig. 1. The localization of brain activations of healthy participants during the ARN task. The upper part displays spatial extension of one sample t-test results for the language-specific ICs
(FWE correction, p < 0.05, and cluster extension of 25 voxels). The lower part shows the mean time-courses of the corresponding components. All time courses are scaled to z-scores. R:
right; L: left; ARN: Auditory Responsive Naming.
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We also found strong activations in the left IFG and its homologue
area in the contralateral hemisphere. There are numerous studies which
suggest the contribution of bilateral IFG in language comprehension
[66,73–78]. The involvement of BA 44 and 45 in language perception
seems to be different in nature, in which BA 44 is more engaged in the
syntactic processing of a sentence [55] whereas BA 45 serves the se-
mantic process [66]. Generally, It has been argued that these area has
pivotal roles in motor function [79], sensory-motor integration [80,81],
modulation of auditory input [72] or increasing perception [82], at-
tention [83], and verbal working memory [84]. Recently, Hargoot
provided more evidence supporting his model in favor of the engage-
ment of these areas in unification [85]. Regarding all these different
dimensions of view to the contribution of IFG in auditory language
processing, we concluded that this area operates as a core area which
simultaneously or serially processes information in a feed forward or
feedback manner, while connected to STG.

The other critical region which was activated in our ARN task was
bilateral BA 6. The exact role of this area in auditory processing is not
clear, although there are structural and functional connections between
this area and other language-related brain regions [86,87]. In line with
the present results, there are many other studies that report activation
of this region in auditory processing [88–90], especially when partici-
pants are encountered with sentences [91–95]. We suggest that acti-
vation of BA 6 in our ARN task could be related to motor representation
of sounds in sentences, proposing that the brain uses learned motor
representations in order to increase the speed of sentence

comprehension, and save time.
Activation of right parietal lobe may be related to its contribution in

connecting sensory and spatial information to the motor system, as
suggested previously [96]. Also, activation in MFG and BA 9 could be
related to auditory spatial localization [97] or working memory para-
digms [98]. The contribution of posterior hetromodal cortex supports
semantic processing [99] and has some role in lexical semantic access
and integration, due to its connections with IFG [100], although in the
present study these activations were limited to the right hemisphere.
Interestingly, there are some evidence that the right hemisphere might
be more subtle to semantic relations versus the left [67]. Additionally,
we observed bilateral activations in temporal pole, BA 38, which is in
line with other studies [62,101], even though Josse claimed that acti-
vation of the left temporal pole is a sign of leftward functional later-
alization, regardless of its right contribution [102].

4.3. Semantic network

To determine brain networks relevant to language semantic pro-
cessing, we used a word category semantic judgment task, in which the
participants had to use their semantic knowledge to make associations
between the visually presented words and their categories. Our VSD
task showed that the strongest activations relevant to the mental de-
monstration of human lexicon were observed in the right BA 22, left IFG
(BA 4445,47) and left MFG (BA 9,10,46). Besides, bilateral cingulate
gyrus, inferior parietal lobule, STG, and MTG were observed active,
suggesting the role of an extensive network of brain areas in both
hemispheres for semantic processing.

Numerous theories are proposed to determine a seat in the brain for
semantic decisions. While some declare that there are ‘semantic hubs’ in
the frontal, temporal or parietal cortices [103], others defend their
arguments about devoting each word categories to different parts of the
brain [104].

IFG, and especially BA 45 and 47, have an essential role in semantic
processing in the healthy brain [99,105], although there are debates on
that. For example, Thompson-Schill [106] claimed that the nature of
demands on the semantic task could influence the degree of IFG acti-
vation. She further concluded that the activation of left IFG only re-
presents the engagement of whole prefrontal system in semantic pro-
cessing [107], whereas Booth proposed that the semantic information
represented in MTG encounter some form of manipulations in IFG
[108].

Recently, Tomasello, using a neural network model, proposed that
some brain areas have a pivotal role in semantic processing, and do take
advantage of other areas participating in category-specific processing
[109]. We suggest that bilateral BA 44 and 45 have an important role in
phonological and general semantic processing, and dorsolateral pre-
frontal cortex (BA 9, 46, 47) is involved in the memory, executive
function, and the decision makings related to selecting the word cate-
gory. Since these two areas have connections with STG, posterior par-
ietal cortex, anterior and posterior cingulate and premotor cortex, the
suggestion seems feasible. In addition, the activations in bilateral BA
22, 38, and 21 were noticeable here, and there are reports that these
areas are critical for semantic representations [110].

The activation of temporo-occipital regions observed here, such as
in the right fusiform gyrus, parahippocampal gyrus, and bilateral visual
associative cortex, might be related to word processing and visual
imagery of the visually presented stimuli, which is more likely related
to memory, rather than semantic processing. Bilateral temporo-parietal
zone, BA 39 and 40, were also active here, and these areas are in a
common network for multimodal semantic representation and concept
retrieval, as Friederici has claimed that these areas put separate items
into a whole concept [69].

Cingulate gyrus was also bilaterally activated here, as well as the
dorsal posterior part of it, i.e. precuneus. Their activation may be due to
visual imagery [111], or due to their reciprocal connections with

Table 1
The characteristics of the clusters of activation for the three language stimulus tasks: right
or left hemisphere; number of voxels; maximum t-value; and the coordinates (X,Y,Z) of
the activations in the standard MNI space.

# Cluster R/L # Voxels Max t X Y Z

ARN Task
12 L 1426 10.4 −46 24 −8
11 R 1302 10.4 50 −58 6
10 L 580 6.28 −52 −32 −2
9 R 158 6.6 52 26 −6
8 R 137 5.77 18 −56 40
7 L 94 5.25 −56 −14 −6
6 L 92 5.28 −44 2 54
5 L 39 4.63 −6 20 60
4 L 37 4.78 −4 −2 68
3 L 31 5.83 −6 46 28
2 L 27 4.53 26 −76 −38
1 L 26 4.91 −30 −54 36

VSD Task
9 L 868 8.5 −46 10 −2
8 R 541 10.2 48 −66 16
7 L 144 5.78 −8 12 68
6 R 94 6.06 52 20 −6
5 L 54 5.56 −8 38 22
4 R 35 5.41 10 20 44
3 R 34 5.1 40 14 4
2 L 32 5.83 30 −58 34
1 R 26 5.05 −28 54 26

WP Task
11 L 2774 12.3 −46 20 −4
10 R 2022 10.7 54 −32 4
9 L 825 8.68 −58 −46 14
8 R 663 7.12 50 32 0
7 L 403 6.58 −58 −50 28
6 L 137 5.85 −26 52 24
5 L 110 5.31 −60 −6 −6
4 L 65 4.96 −44 −70 −16
3 L 62 4.18 −22 4 −12
2 L 58 4.83 −44 −52 −16
1 L 44 4.54 −46 4 −18

ARN: Auditory Responsive Naming; VSD: Visual Semantic Decision; WP: Word
Production.

R. Alemi et al. Clinical Neurology and Neurosurgery 165 (2018) 116–128

121



hippocampus [112,113], associating their function with episodic
memory and visuospatial functions [114–117]. Therefore, it is sug-
gested that these regions act as a bridge between word memory en-
coding system and their episodic retrieval.

Here, the nature of bilateral activation could be the reflection of an
integrated approach between the two hemispheres in semantic pro-
cessing [118]. Interestingly, it has been proposed that the degree of
laterality is related to the type of input; for example, non-verbal inputs
increased activation in the right hemisphere rather than the left [119].
On the contrary, there are some arguments about equal participation of
both hemispheres in semantic processing, with no priority for words or
pictures [120,121]. Similarly, some studies report that the semantic
processing is ‘amodal’ in the two hemispheres [122,123], whereas in
our VSD task BA 22 was more significantly activated in the right.

Our suggestion is that both hemispheres participate in semantic
processing, albeit in different representations of the words. For ex-
ample, the left BA 22 has a critical role in the semantic coding of the
information which will be processed in BA 44, 45. These areas are more
structurally and functionally connected together in the left hemisphere,
leading to their higher engagement in incorporating the phonological
and semantic processing of word stimuli, and in relating each abstract
word concept to its lexicon. In contrast, BA 22 in the right hemisphere
could be more engaged in recognition of word categories or conceptual

knowledge processing.

4.4. Expressive network

Our results showed numerous brain regions to be involved in lan-
guage production during the WP task. The core brain regions included
BA 44, 45, and BA 47 in IFG. One of the nominated brain areas for
producing language is inferior frontal gyrus [21,124,125], in agreement
with our results. In our study, subjects had to focus on producing
meaningful words in a letter by letter manner and by utilizing ortho-
graphic to phonological transformations, and our results are similar to
those studies that used a covert paradigm for monitoring language
expression areas [126,127].

In an Electrocorticographic (ECoG) recordings study using word
production tasks, it was shown that there is a flow of the neural re-
presentations of a spoken word between the sensory areas and pre-
frontal cortex, in which BA 44 and 45 were engaged in phonological
processing and articulatory encoding [128]. Also, other studies showed
that the connection between BA 44 and parietal lobe could support
speech fluency [129], whereas BA 45’s activation was regarded to deal
with making semantic choices [107].

Moreover, BA 22 was active in our WP task in the left hemisphere,
and even more strongly in the right. In line with other investigations,

Fig. 2. The localization of brain activations of healthy participants during the VSD task. The upper part displays spatial extension of one sample t-test results for the language-specific ICs
(FWE correction, p < 0.05, and cluster extension of 25 voxels). The lower part shows the mean time-courses of the corresponding components. All time courses are scaled to z-scores. R:
right; L: left; VSD: Visual Semantic Decision.
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the activation of STG in covert word production reflects the in-
corporation of different brain areas as a network for language expres-
sion [63]. More than a decade ago, using PET imaging, Scott proved
that phonetic processing is performed in the left STG [130]. Despite
disagreements [131], Buchsbaum suggested a partially shared input/
output phonemic level in processing and producing language [63]. Si-
milarly, Okada, using a single word production task, showed that the
left dorsal superior temporal lobe was activated in all their ten subjects,
which lead to this concept that there is an overlap between language
perception and production systems, emphasizing the engagement of
posterior temporal lobe in phonological processing [132]. Furthermore,
Price argued that this co-activation might be due to auditory associa-
tion or feedback between these areas [126], although there was no
auditory stimulus in their study design, which is a fundamental prop-
erty of language expression. In addition, this co-activation is associated
with the experienced auditory connection [133]. Although the stimulus
was visually presented in our WP task, as the specific role of this area is

related to phonology and semantic processing, this area will be acti-
vated when encountering with such a stimulus, regardless of the nature
of the stimuli [134].

Other brain areas that were observed active during this task confirm
that a vast network of brain areas incorporate in language expression.
Bilateral postcentral gyri, BA 2 and 3, inferior parietal lobule, BA 39
and 40, primary and secondary auditory areas, BA 41, 42 and insula,
and BA 13 and 41 were active here. Right inferior temporal gyrus, BA
19, and fusiform gyrus were also among them. It seems that these re-
gions are in a common network for single word production, which is
mentioned in other studies as well [132,135–144].

Since in our WP task participants had to keep the phonemes in their
memory system and combine them in a semantic prediction manner
based on their experience, it is not far from this conclusion that there
are joint demands of phonological and semantic processing. As a result,
engagement of a vast number of brain regions here could reflect their
involvement in the working memory system. The activations in the

Fig. 3. The localization of brain activations of healthy participants during the WP task. The upper part displays spatial extension of one sample t-test results for the language-specific ICs
(FWE correction, p < 0.05, and cluster extension of 25 voxels). The lower part shows the mean time-courses of the corresponding components. All time courses are scaled to z-scores. R:
right; L: left; WP: Word Production.
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right hemisphere could also be associated with the higher demands for
the integrations during processing [103], joint participation in per-
forming a task [145], or a product of connections with their homologue
areas in the left hemisphere [135]. There are some notions that co-
activation of brain areas reflects a brain circuit devoted to the perfor-
mance of the target function [62,101], especially in a complicated
function such as word production. Altogether, we observed here that
covert paradigms are ideal for localization of most brain areas involved
in language [146].

4.5. Theories on neuroanatomy of language

There are theories on the collaboration of brain areas for language
production, perception, and comprehension. The first theory defined a
dorsal-ventral stream in the auditory system, originating from core
auditory areas and ending in the areas of the frontal cortex, handling
the processing of ‘what’ and ‘where’ streams [147]. Due to the lack of a
consensus on this theory, the second theory tried to more clearly define
these two pathways as the linkage between the non-primary co-
chleotopic auditory fields of superior temporal cortex and some im-
portant regions in the inferior frontal lobe [148,149]; however, this
theory only tracks the frequency spectra of the auditory signal and
spatial information and did not explain the interaction between in-
formation within dorsal pathway [96]. Consequently, the third theory,
going beyond these descriptions, proposed a functional neuroanato-
mical theory about speech processing in bilateral temporal lobes [150],
which later devoted some processing to the motor cortex, known as
auditory-motor integration, and is applicable to both language per-
ception and production [132,151,152].

Based on this theory, the first stage of perception takes place in the
bilateral superior temporal gyrus (STG). Then, information flows in two
separate processing streams, which consist of a bilateral ventral stream
for mapping sound onto meaning [81], as well as a bilateral dorsal
stream to transfer sound to an articulatory-based representation [153].
The bi-directionality in the dorsal and ventral streams mediate the
proper asymmetrical transformations of sound and meaning, and
therefore both streams and both hemispheres take part in speech per-
ception and production.

With the scientific progress in the field of brain imaging, another
model of language processing based on “design perspective” has been
proposed, which tries to explain language processing regarding its three
functional components including Memory, Unification, and Control
(MUC). In this recent theory, linguistic knowledge (Memory) stored in
temporal cortex and angular gyrus in parietal cortex is the core element
for combining lexical elements of language on their phonological and
semantic levels (Unification). This is suggested to take place in BA 44,
45 and 47, in the frontal cortex. For the last function, the dorsolateral
prefrontal cortex, anterior cingulate cortex and some parts of the par-
ietal cortex which are typically engaged in attention play the central
roles (Control) [3,85,154].

As a matter of fact, there are many theories trying to discover the
secret of language network and engagement of the right hemisphere in
it [155], but the biggest similarity among them is the truth that lan-
guage function requires contribution of brain cortex, from frontal to
parietal and temporal lobes, as well as subcortical structures such as
thalamus, basal ganglia, cerebellum and midbrain structures
[59,156–158]. Additionally, it has been proved that scientists should
change their insight into relating a specific brain area to language
production or comprehension, on their shared brain mechanisms [159].
Language, as a computational ability [160], should be regarded as a
mixture of local circuits of processing steps based on different brain
areas [161].

4.6. Strengths and limitations

This study tried to develop normative templates of the language
function, applicable in clinics and especially in PSP, in a Persian po-
pulation. Besides template construction, the study showed that the
language should be considered to be dependent on a vast network of
brain areas, and not only on single ones. Despite the large sample size of
the study, its robust imaging and analysis methods, as well as the
comprehensiveness of the selected language stimulus tasks, this study
had some limitations.

We showed that our triple language tasks could significantly acti-
vate the essential brain areas responsible for language production,
comprehension and semantic. Although our results are compatible with

Fig. 4. The areas where there were significant lateralized differences in the amplitude of hemodynamic responses to language stimuli, in ARN, VSD and WP tasks (FDR correction,
p < 0.05, and cluster extension of 25 voxels). Active voxels in the left hemisphere show L > R for brain activations; active voxels in the right hemisphere show R > L for brain
activations. R: right; L: left; ARN: Auditory Response Naming; VSD: Visual Semantic Decision; WP: Word Production.

R. Alemi et al. Clinical Neurology and Neurosurgery 165 (2018) 116–128

124



many previous reports, it is speculated that due to the nature of fMRI,
our language maps are task-dependent. In other words, a different
language map might be obtained in a different task stimulus design.
This question should be answered by comparing the behavioral lan-
guage ability of those patients who have undergone PSP for the lan-
guage function using our language templates, before and after their
brain surgery.

Our results showed the activation of BA 44 and 45 to be left-later-
alized in the three tasks, showing roles in language phonology and
semantic; however, their right homologue areas were also active, which
could be due to their engagement in executive function, attention or
memory manipulation. On the contrary, there was a dominancy of the
activation of BA 22 in the right. We suggest that the contribution of
right BA 22 in language processing is an essential part of a bigger chain
including left IFG, bilateral STG, and inferior parietal lobule. There are
also reports that found the right hemisphere as the seat for phonological
and semantic processing [155]. Due to little available information on
the inter-hemispheric connections of brain areas in language proces-
sing, further studies are required to more clearly explain the exact role
of the right hemisphere in the language function. Investigating the role
of genetics in the development of language-related brain areas may also
be beneficial [162].

Finally, we did not observe any gender influences on the language
maps, despite the many reports that illustrated the language function to
be bilateral in women and significantly left-lateralized in men

[163,164]. One reason for this discrepancy could be the variety of
studies in their methods, such as their different populations, imaging, or
the nature of their language tasks. Although there are reports on gender
differences in the neural activity [165], it is speculated that there are
minor gender effects in the language function.
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